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The Accuracy of Item Parameters Estimation When Using Four Models 

within Item Response Theory 

Mo'en Salman Alnasraween*

ABSTRACT 

This study aimed at  investigating  the accuracy of item paramters when using four models within item 

response theory, as test length vary(25 item and 50 item), and examinee sample size vary (500 and 

1500 examinees). The four models were: the three parameter model, the two parameter modified model 

with a rate of guessing fixed at (0.20) for all individuals, the threshold guessing model, and the 

difficulty-based guessing model. To achive the purposes of the study a simulated examinee-response 

dataset was generated by fitting a three parameter logistic model using (Wingen3) program, according 

to the following specifics: The difficulty parameters distributed normally with mean of (0) logits and 

standard deviation of (1) logits.The discrimination parameters were distributed uniformly with their 

initial value set equal to (0.40) and a maximum-possible value of (1.7) The guessing parameters were 

generated uniformly with initial value of (0) and a maximum value of (0.45). The results demonstrated 

statistically-significant differences at (α=0.05)  between means for (RMSE), and (Bias), when 

estimating item parameters (discrimination, difficulty, and guessing) when using the three logestic 

model, followed by the two parameter modified model,  The relative-efficiency indicator also 

demonstrated the same superiority for the three logistic parameter model and the two-parameter 

modified model, with the results showing that the, RMSE, and Bias, decreased as the sample size 

increased from (500)  to (1500 ) examinees and as test length increased from (25) to (50)  items. 

Keywords: Accurate Estimation, Modified Models, Mixture Models. 
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